This report was created using raw data collected by the National Association of Corporate Directors ("NACD") for its 2008 Public Company Governance Survey. NACD did not provide analysis for this Carnegie Mellon CyLab ("CyLab") report and had no role in preparing this final report, which reflects only the views of CyLab. The NACD did grant CyLab permission to use the raw data. CyLab appreciates the cooperation of NACD.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASIS</td>
<td>American Society for Industrial Security</td>
</tr>
<tr>
<td>CEO</td>
<td>Chief Executive Officer</td>
</tr>
<tr>
<td>CFO</td>
<td>Chief Financial Officer</td>
</tr>
<tr>
<td>CIO</td>
<td>Chief Information Officer</td>
</tr>
<tr>
<td>CISO</td>
<td>Chief Information Security Officer</td>
</tr>
<tr>
<td>CoE</td>
<td>Council of Europe</td>
</tr>
<tr>
<td>CPO</td>
<td>Chief Privacy Officer</td>
</tr>
<tr>
<td>CRO</td>
<td>Chief Risk Officer</td>
</tr>
<tr>
<td>CSO</td>
<td>Chief Security Officer</td>
</tr>
<tr>
<td>CyLab</td>
<td>Carnegie Mellon CyLab</td>
</tr>
<tr>
<td>D&amp;Os</td>
<td>Directors &amp; Officers</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>GLBA</td>
<td>Gramm-Leach-Bliley Act</td>
</tr>
<tr>
<td>HIPAA</td>
<td>Health Insurance Portability and Accountability Act</td>
</tr>
<tr>
<td>ISACA</td>
<td>Information Systems Audit and Control Association</td>
</tr>
<tr>
<td>ISSA</td>
<td>Information Systems Security Association</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>ITGI</td>
<td>Information Technology Governance Institute</td>
</tr>
<tr>
<td>NACD</td>
<td>National Association of Corporate Directors</td>
</tr>
<tr>
<td>PII</td>
<td>Personally Identifiable Information</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research &amp; Development</td>
</tr>
<tr>
<td>RMP</td>
<td>Risk Management Plan</td>
</tr>
<tr>
<td>SEC</td>
<td>Securities and Exchange Commission</td>
</tr>
<tr>
<td>SOD</td>
<td>Segregation of Duties</td>
</tr>
<tr>
<td>U.S.</td>
<td>United States</td>
</tr>
<tr>
<td>X-Team</td>
<td>Cross-organizational privacy and security team</td>
</tr>
</tbody>
</table>
Carnegie Mellon CyLab is the largest university-based research and education center for computer and network security, information security, and software assurance. CyLab is located in the College of Engineering at Carnegie Mellon University and has U.S. campuses in Silicon Valley and Pittsburgh. Foreign campuses are located in Greece, Japan, Portugal, and South Korea.

Recognizing that technology issues today are increasingly impacted by legal/regulatory requirements and operational considerations, CyLab leverages its cross-university involvement with faculty, researchers, and students from Carnegie Mellon’s:

- Information Networking Institute;
- Electrical and Computer Engineering Department;
- Engineering and Public Policy Department;
- School of Computer Science;
- Software Engineering Institute;
- Tepper School of Business;
- Statistics Department; and
- H. John Heinz III College

CyLab also brings in first-tier governance, legal, and policy expertise through its Distinguished Fellows. The CyLab research team includes over fifty faculty researchers and over one hundred graduate students.

CyLab is a bold and visionary effort, which establishes public-private partnerships for the research and development (“R&D”) of new technologies for sustainable, resilient, and trustworthy computing and communications systems. With this Governance Survey, CyLab extends the university’s sphere of influence to the governance of enterprise security by boards of directors and senior management.¹
It has long been recognized that directors and officers have a fiduciary duty to protect the assets of their organization. Today, this duty extends to digital assets, and has been expanded by laws and regulations that impose specific privacy and cyber security obligations on companies. The Council of Europe Convention on Cybercrime, which the U.S. has signed and ratified, may subject executives to criminal, administrative, and civil penalties for failure to adequately supervise the security of company computer systems. Shareholder derivative suits are also a possible reaction to drops in stock price or loss of market share caused by cyber breaches where boards and directors appear to have given inadequate attention to the governance of information technology (“IT”) systems.

Carnegie Mellon CyLab initiated a study to measure the degree of governance afforded by boards of directors and senior management to the security of their organizations’ information, applications, and networks. The CyLab 2008 report on its Governance of Enterprise Security Survey (“Governance Survey”) is based upon data received from 703 individuals serving on U.S.-listed public company boards. More than two-thirds of the respondents were serving as outside board directors, with the remainder of respondents representing inside directors and non-voting board attendees (including senior management, general counsels, and corporate secretaries).

The Survey revealed that boards are taking risk management seriously, but there is still a gap in understanding the linkage between IT and enterprise risk management. Survey results confirmed the belief among IT security professionals that boards and senior executives are not adequately involved in key areas related to the governance of enterprise security. Of the pool of respondents, only 36% of them indicated that their board had direct involvement with oversight of information security.

There are a number of best practices for board involvement with respect to IT governance, but the survey results indicated that boards are only occasionally or rarely involved in activities related to these best practices. Thus, boards face a learning curve in exercising governance and need to understand what activities serve as good governance control points. The respondents indicated that the vast majority of boards that are reviewing privacy and security issues are not focusing on important activities that could help protect the organization from high risk areas, such as reputational or financial losses flowing from breaches of personally identifiable information.

The Governance Survey also indicated that boards are overly reliant upon Audit Committees to manage IT risk areas. The Survey found that most boards do not separate risk management from audit responsibilities; only 8.5% of respondents indicated their board had a Risk Committee and, of those, only 54% of them had oversight of privacy and security. The Survey report highlights the segregation of duties issues that arise when one board committee both oversees the development of security programs and also audits the controls and effectiveness of such programs.
Survey responses also highlighted organizational deficiencies. Respondents indicated that most companies lack the functional separation of privacy and security; only 12% of the respondents indicated that their organization had separated privacy, security, and IT management into separate roles and responsibilities. Intra-company communication on privacy and security risks was also lacking; only 17% of the respondents indicated that they had a cross-organizational privacy and security team that met regularly to manage privacy and security issues.

RECOMMENDATIONS

The survey revealed that governance of enterprise security is lacking, with gaps in critical areas. If boards and senior management take the following actions, they could significantly improve their organizations’ security posture and reduce the risk of privacy breaches:

- Establish a board Risk Committee separate from the Audit Committee and assign it responsibility for enterprise risks, including IT risks.
- Ensure that privacy and security roles within the organization are separated and responsibilities are appropriately assigned.
- Evaluate the existing organizational structure and establish a cross-organizational team that is required to meet at least monthly to coordinate and communicate on privacy and security issues. This team should include senior management from human resources, public relations and legal, the chief financial officer (“CFO”), the chief information officer (“CIO”), chief security or risk officer, privacy officer, and business line executives.
- Develop or review existing top-level policies to ensure that a culture of security and respect for privacy are established. Organizations can enhance their reputation by valuing cyber security and the protection of privacy and viewing them as corporate social responsibilities.
- Review the organization’s security program and ensure that it comports with best practices and standards and addresses identified gaps or weaknesses.
- Include IT risks in enterprise risk management planning.
- Conduct an annual review of the enterprise security program, to be reviewed by the board Risk Committee.
- Conduct an annual audit of the organization’s enterprise security program, to be reviewed by the Audit Committee.
- Require regular reports from senior management on privacy and security risks and review annual budgets for IT risk management.
- Conduct annual privacy compliance audits and require security breach notification plans.
This report was created using raw data collected by the National Association of Corporate Directors (“NACD”) for its 2008 Public Company Governance Survey, which ran from April to June 2008. Invitations to complete the online survey were sent electronically to constituents of the NACD and other companies and organizations identified by Carnegie Mellon CyLab. NACD did not provide analysis for this CyLab report and had no role in preparing this final report, which reflects only the views of CyLab. The NACD did grant CyLab permission to use the raw data.

The CyLab 2008 report on its Governance of Enterprise Security Survey (“Governance Survey”) is based upon data received 703 individuals serving on U.S.-listed public company boards. Of these, 485 were from outside directors and 218 were from inside directors and non-voting attendees (including senior management, general counsel, and corporate secretaries.)

Survey respondents opted to answer a public company, private company, or nonprofit organization survey. Since respondents may serve on several boards, the survey asked respondents to “select only one organization” as the focus of their responses and to base all their answers on that one organization. Those who serve on multiple boards were encouraged to fill out a survey reflecting their experiences with each.

This report focuses on responses from only the public company survey. The findings are analyzed according to actual responses, i.e., percentages reflect the number of participants who responded to the particular question, rather than the total number of participants.

Please note that this survey is exploratory in nature and based on voluntary (rather than randomly selected) respondents, and these findings do not purport to represent the entire population of directors.
I. Introduction

PURPOSE OF THE GOVERNANCE SURVEY

Despite the enactment of legal compliance requirements and the reality of security breach lawsuits, IT experts continue to claim that their boards and senior management do not pay adequate attention to the security of their organizations’ data and information technology (“IT”) systems. The CyLab 2008 Governance of Enterprise Security Survey (“Governance Survey”) was designed to determine:

- If these claims are valid;
- The degree to which boards of directors and officers (“D&Os”) are actually exercising oversight of privacy and security;
- The board and organizational structure for such governance; and
- The degree to which companies are following best practices for governance of privacy and security.

BACKGROUND: DUTY OF BOARDS & DIRECTORS

The governance responsibilities of D&Os have been in the spotlight since 2002 with the fall of Enron and Arthur Andersen and the enactment of Sarbanes-Oxley. The dependency of all organizations upon IT systems and global networks has extended enterprise governance responsibilities to an organization’s use of technology. The IT Governance Institute (“ITGI”) declares that:

IT governance is the responsibility of the board of directors and executive management. It is an integral part of enterprise governance and consists of the leadership and organizational structures and processes that ensure that the organization’s IT sustains and extends the organization’s strategies and objectives.


As new technologies emerge and threats become increasingly complex and unpredictable, senior security executives recognize the need to merge security functions throughout the entire enterprise.

It has long been recognized that D&Os have a fiduciary duty to protect the assets of their organization. Today, this duty extends to “digital assets” – a company’s information, applications, and networks.

“For new technologies emerge and threats become increasingly complex and unpredictable, senior security executives recognize the need to merge security functions throughout the entire enterprise.”

It has long been recognized that D&Os have a fiduciary duty to protect the assets of their organization. Today, this duty extends to “digital assets” – a company’s information, applications, and networks. This duty has been expanded by the enactment of new laws and regulations that impose specific privacy/security compliance requirements on targeted industry sectors. For example, the Gramm-Leach-Bliley Act (“GLBA”) and the Health Insurance Portability and Accountability Act (“HIPAA”) impose specific requirements pertaining to the security and privacy of data and networks, and Sarbanes-Oxley requires both management and external auditors to attest to the effectiveness of internal controls that provide meaningful assurance about the security of information assets.
Other U.S. regulations also require the security of information, such as Internal Revenue Service regulations pertaining to the security of electronic tax records and certain Securities and Exchange Commission (“SEC”) and Food and Drug Administration (“FDA”) regulations. The pressure on critical infrastructure industry sectors to secure their systems according to best practices and standards persists, with the U.S. energy sector recently agreeing to regulations.

Action taken in multinational fora also has increased attention on digital corporate governance. Article 12 of the Council of Europe (“CoE”) Convention on Cybercrime, which at the time of this report, has been signed by 45 countries and ratified by 23 (including the U.S.), requires signatory states to establish laws that hold companies civilly, administratively, or criminally liable for acts committed for their benefit either by an executive or as a result of the lack of supervision by an executive. Article 9 of the European Union’s (“EU”) Council Framework Decision on attacks against information systems mirrors the CoE language and is binding on all Member States. The EU Decision effectively extends the same penalties across the EU’s 27 Member States to ensure their legal frameworks are harmonized.

There are also high-risk situations where higher standards apply to directors and officers, such as acquisitions, takeovers, responses to shareholder suits, and distribution of assets to shareholders in preference over creditors. In these circumstances, directors and officers are required to obtain professional assistance or perform adequate analyses to mitigate the risks that ordinarily accompany these activities. Some information assurance experts assert that a “higher degree of care will also be required of Directors and Officers regarding the complex nature of issues involved in information assurance.”

Securities laws and regulations also require public corporations to adequately disclose in public filings and communications the risks relevant to the corporation and its assets. The Independent Director put this in the context of information systems by reporting that:

Management of information risk is central to the success of any organization operating today. For Directors, this means that Board performance is increasingly being judged by how well their company measures up to internationally accepted codes and guidelines on preferred Information Assurance practice.

Additionally, when a company is a victim of an attack on its information systems, whether from an insider or an outside bad actor, studies have shown that this can result in a lack of confidence in the company and even a drop in the company stock price. Security breach notification laws are forcing companies to disclose security breaches of personally identifiable information (“PII”). Such disclosures are resulting in civil and class action lawsuits. With estimated costs of $90 to $305 per disclosed record, the reputational and financial consequences to an organization can be significant. For example, the TJ Maxx breach has been estimated to cost the company $4.5 billion. Consequently, in addition to civil and class action lawsuits, D&Os may find themselves subject to a shareholder derivative suit for losses on stock price or market share caused by inadequate attention by officers and directors to the security of the company's data, applications, and networks. Clearly, directors and officers need to undertake a certain level of involvement and oversight to ensure that the organization is properly secured against data breaches or other activities that could lead to shareholder derivative suits.
WHO WE ASKED

The Governance Survey respondents were overwhelmingly board directors: 69% of respondents were outside directors, with 14.8% of these respondents representing board chairs or lead directors. These respondents were also actively involved in board responsibilities:

- 46% of respondents were Audit Committee members;
- 34% of respondents were on the Compensation Committee; and
- 35% of respondents were on the Governance/Nominating Committee.

Internal respondents were holding positions as inside directors and non-voting board attendees. They held positions of:
- CEO (5%);
- General Counsel (11%); and
- Corporate Secretary (14%).

Governance Survey respondents (63%) were largely from critical infrastructure industry sectors who increasingly face government pressure and/or regulatory compliance requirements with respect to the security of their IT systems and data. These survey respondents represented:

- Energy and utility companies – 16%
- Financial sector – 22%
- Health care companies – 11%
- IT and telecommunications companies – 14%.

The remaining 37% of respondents represented consumers, industrials, materials, retail, and other types of companies.
Survey respondents represented both very large corporations and smaller companies. Nearly half of the Governance Survey respondents (48%) came from large to medium-sized companies with annual revenues ranging from $1 billion to more than $10 billion. The remainder of respondents was from companies with annual revenues between $1 billion and less than $50 million, with 30% of these respondents from smaller businesses whose annual revenues were in the $500 million to $50 million range.

**FINDINGS**

**Oversight & Governance**

The survey revealed that boards are taking risk management seriously, but there is still a gap in understanding the linkage between IT risks and enterprise risk management. Less than half – 47% – of the respondents said their organizations had adopted a formal enterprise Risk Management Plan (RMP) or other program that provided a structured, consistent, and coordinated framework for assessing, responding to, and reporting on risks that impact the achievement of the organization's objectives. Two-thirds (67%) of those respondents indicated that their risk management program included IT-related risks. This is encouraging.

How D&Os view risk is an important indicator of why privacy and security is given short shrift. Although nearly half (49.5%) of the respondents indicated that risk and crisis oversight was important, only 37% of them believed that it was a critical governance issue, placing more emphasis on areas such as board culture, board effectiveness, board/CEO relations, CEO succession and evaluation, and corporate performance.

*The view that the protection of corporate and customer data is a corporate social responsibility is not likely to motivate boards to pay more attention to enterprise security.* Although organizations today face public and regulatory scrutiny with respect to environmental behavior, transparency in operations, avoidance of conflicts of interest, and compliance, corporate social responsibility was viewed as critical to board governance by only 6.35% of the respondents. Thus, the notion put forth by privacy advocates and consumers that companies should be good cyber citizens needs to be more fully developed and understood by D&Os.
The Governance Survey confirmed the belief among IT security professionals that boards and senior executives are not involved in key areas related to governance over enterprise security. This may be due to the widespread belief that privacy and security are “tech” issues that are best managed by IT staff.

Out of the pool of respondents, 36% of them indicated that their board had direct involvement with oversight of information security. There are a number of best practices for board involvement with respect to IT governance. When asked whether boards receive information or are involved in activities related to these best practices, respondents indicated that boards are only occasionally or rarely engaged:

- 38% of respondents said they only occasionally or rarely reviewed and approved annual budgets for privacy and security risk management; an additional 40% said they never did.

- 55% of respondents indicated they only occasionally or rarely reviewed and approved roles and responsibilities of personnel responsible for privacy and security risks; an additional 28% said they never did.

- 56% or respondents said they only occasionally or rarely reviewed and approved top-level policies regarding privacy and security risks; an additional 23% said they never did.

- 62% of respondents said they only occasionally or rarely received reports from senior management regarding privacy and security risks; an additional 15% said they never got such reports.

Respondents also indicated that the vast majority of boards that are reviewing privacy and security issues are not focusing on important activities that would help protect the organization from one of its highest risks: the reputational and financial losses flowing from security breaches or the disclosure of personally identifiable information (“PII”). There are several key actions that help protect companies against these risks and in which board oversight is helpful and can strengthen the security posture of the company.
Respondents indicated, however, that most boards generally are not involved in these activities. Respondents indicated that boards are involved in oversight of annual privacy compliance reviews only 19% of the time; security breach notification plans only 21% of the time, and assessments of risks related to the handling/use of PII or other protected data only 31% of the time.

**Board Committee Structure**

The manner in which boards deal with risk management and enterprise security is reflected in how they are organized and how they assign committee responsibilities. On the whole, boards do not separate risk management from audit responsibilities, i.e., there are not separate risk and audit committees.

*Respondents indicated that only 8% have a Risk Committee that is separate from an Audit Committee – but of this 8%, only 53% of them oversee privacy and security.*

When polled about the types of committees their boards have, respondents indicated that only 2.4% of boards have a Technology Committee. *The respondents indicated that their boards are overly reliant upon Audit Committees to manage risk issues.* The survey results revealed that boards assign the majority of tasks directly related to the oversight of risk to the Audit Committee 65% of the time; 23% of the time risk issues are handled by the full board. Risk Committees are assigned the majority of tasks directly related to risk only 4% of the time.

*Assigning both oversight of risk and audits of how the risks are being managed to the same committee – the Audit Committee – creates segregation of duties (“SOD”) issues at the board level* because the same committee that exercises oversight of operational aspects of privacy and security also oversee audits in these areas. Best practices and industry standards separate the audit and risk functions. Enterprise security programs should be developed and sustained by operational personnel, with oversight by a Board Risk Committee. Audit Committees should conduct annual reviews of the organization’s enterprise security program to confirm that best practices are being followed, compliance requirements are being met, controls are effective, and privacy and security risks are being managed. In addition, internal audit plays a valuable role in conducting targeted reviews of particular areas of the security program and testing controls.15

**Internal Organizational Roles & Responsibilities**

*Officers and senior management are not establishing key positions for privacy and security or appropriately assigning responsibilities.*

Best practices call for clear roles and responsibilities with respect to privacy and security. The delineation of responsibilities should serve as a check and balance and protect the company against SOD issues that could increase risk.
There is a general belief that most companies do not understand this and either are not creating the needed roles or are combining responsibilities. So disparate are the approaches to IT security, that titles for personnel responsible for privacy and security span four possibilities: chief privacy officer (“CPO”), chief information security officer (“CISO”), chief security officer (“CSO”), and chief risk officer (“CRO”).

The majority of survey respondents indicated that their organizations did not have personnel in these roles: 59% of the respondents said their organizations did not have a CISO and 71% said they did not have a CSO. A whopping 78% of the respondents said they did not have a CPO. It was not surprising that 63% said their organizations did not have a CRO, as that is a relatively new title that is being used by security savvy companies who understand the need to integrate IT, physical, and personnel security and manage it through one position. It is possible, however, that some respondents indicated they did not have someone in a particular position because the person in their organization did not have that specific title. Nevertheless, the percentages are high and indicate that this is an area that needs more board attention.

Organizations tend to overlap privacy and security responsibilities, not understanding the inherent SOD issues. More than half of the respondents who have a CISO (56%) indicated that the CISO in their organization is responsible for both privacy and information security; 39% of CSOs also handle privacy issues. Interestingly, organizations were less likely to assign security responsibilities to privacy officers. Respondents indicated that only 23% of CPOs are also responsible for information security issues. CROs are responsible for both privacy and security in 35% of the respondents’ organizations.

It is important that privacy and security responsibilities be separated to prevent a single point of failure, which can occur (a) when security personnel do not understand compliance requirements or needed privacy controls, or (b) when privacy personnel do not understand the technical security configuration or technical controls.16
Organizations lack functional separation of privacy and security and cross-organizational communication, leaving them more vulnerable to insider threats, external attacks, governance gaps, and legal liability. When asked if their board reviewed the roles of personnel for information security, only 12% of the respondents indicated that their organization had a functional separation of privacy, security, and information technology management. Only 17% of the respondents said their organizations had a cross-organizational or inter-departmental team (“X-Team”) that meets regularly to manage privacy and security issues. A stunning 73% of respondents stated their organizations had neither functional separation nor cross-organizational communication on privacy and security.

**CONCLUSIONS**

The following conclusions can be drawn from the findings of the CyLab Governance Survey:

- Boards – especially those of critical infrastructure companies – need to better understand the risks associated with IT, especially privacy and security risks.

- Few boards have Risk Committees; they tend to be overly reliant upon their Audit Committee for both overseeing and auditing privacy and security.

- There is little board oversight or governance on privacy and security issues.

- There is little value placed on corporate social responsibility as a governance issue, which could include organizations being good cyber citizens.

- Many organizations do not have executives in key roles for privacy and security, and few have functional separation of privacy and security responsibilities or cross-organizational teams.

- Many organizations have major gaps or areas in their enterprise security programs that are not in compliance with internationally accepted best practices and standards, leaving them legally and technically vulnerable.
The survey revealed that governance of enterprise security is lacking, with gaps in critical areas. If boards and senior management take the following actions, they could significantly improve their organizations’ security posture and reduce the risk of privacy breaches:

- Establish a board Risk Committee separate from the Audit Committee and assign it responsibility for enterprise risks, including IT risks.

- Ensure that privacy and security roles within the organization are separated and responsibilities are appropriately assigned.

- Evaluate the existing organizational structure and establish a cross-organizational team that is required to meet at least monthly to coordinate and communicate on privacy and security issues. This team should include senior management from human resources, public relations and legal, the chief financial officer (“CFO”), the chief information officer (“CIO”), chief security or risk officer, privacy officer, and business line executives.

- Develop or review existing top-level policies to ensure that a culture of security and respect for privacy are established. Organizations can enhance their reputation by valuing cyber security and the protection of privacy and viewing them as corporate social responsibilities.

- Review the organization’s security program and ensure that it comports with best practices and standards and addresses identified gaps or weaknesses.

- Include IT risks in enterprise risk management planning.

- Conduct an annual review of the enterprise security program, to be reviewed by the board Risk Committee.

- Conduct an annual audit of the organization’s enterprise security program, to be reviewed by the Audit Committee.

- Require regular reports from senior management on privacy and security risks and review annual budgets for IT risk management.

- Conduct annual privacy compliance audits and require security breach notification plans.
Endnotes


5 Sarbanes-Oxley Act of 2002, Pub. Law 107-204, Sections 302, 404, http://news.findlaw.com/hdocs/docs/gwbush/sarbanesoxley072302.pdf. The SEC has taken a narrow interpretation of Sarbanes-Oxley to the point that information security and risk management pertain only to the financial statements of a company. The Federal Reserve has countered this by saying a broader interpretation is needed to include all of the operational risks since there are many aspects that can impact the financial standing of an organization that can affect the integrity and accuracy of the financials.


12 Id. (citing Dr. Andrew Rathmell, Chairman of the Information Assurance Advisory Council, “Information Assurance: Protecting your Key Asset,” http://www.iaac.ac.uk).


15 Westby and Allen at 57-58.

16 For a full discussion on the appropriate assignment of roles and responsibilities for all organizational personnel and boards of directors, see Westby and Allen at 19-31, Appendix C.
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